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A B S T R A C T

In this Article, I review the development of computer simulation techniques for studying radiation effects in materials from 1946 until 2018. These developments were often closely intertwined with associated experimental developments, which are also briefly discussed in conjunction with the simulations. The focus is on methods that either deal directly with the primary radiation damage generation event, or with such defects or phase changes that typically occur due to radiation. The methods discussed at some length are, in order of historical appearance: Reaction rate theory or rate equations (RE), Monte Carlo neutronics calculations (MCN), Metropolis Monte Carlo (MMC), Molecular Dynamics (MD), Binary Collision Approximation (BCA), Kinetic Monte Carlo (KMC), Discrete Dislocation Dynamics (DDD), Time-Dependent Density Functional Theory (TDDFT), and Finite Element Modelling (FEM). For each method, I present the origins of the methods, some key developments after this, as well as give some opinions on possible future development paths.
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1. Introduction

In this Article, I review the development of computer simulation techniques for studying radiation effects in materials. The topic of
"radiation" is in this article understood as ionizing radiation or atomic collision processes, i.e. effects of particles with energies high enough to cause ionization and/or permanent defect production in solid materials (i.e. effects of visible light radiation are excluded). In general, the study of radiation effects of course predates the existence of electronic computers and even mechanical computers. The first report of scientific study of radiation effects can be considered to be from Grove in 1852 [1], and the history of modern physics was closely related to the development of radiation effects science [2–7].

Study of radiation effects also had a profound influence on the much broader field of computational science, as the very first computer simulations ever performed in any field of science, were on radiation effects. Also, the developments on radiation effect simulations were often closely intertwined with experimental developments, and relevant experiments are also briefly mentioned in conjunction with the simulations.

The focus of this article is on methods that either deal directly with the primary radiation damage generation event, or with such defects or phase changes that typically occur due to radiation, but less often in near-equilibrium materials processing. General introductions to computer simulation methods in physics are given in several books, e.g. Refs. [8–10], however, in this article we focus on radiation-relevant methods. For this topic, also several books have been previously written (e.g. Refs. [8,11,12]), however, these did not deal with all of the methods discussed in this review article.

Each method is presented in a separate section, organized as follows. At first I give a very brief summary of the basic idea of the method is given, with references to review articles or books where much more detail is given. Then I present the origins of the method are given, with an attempt to provide the original scientific reference to each method. After this, instead of an attempt at a comprehensive review, I present a few key milestones in the method development, up to the present date. I also give a personal, and necessarily partly subjective, opinion on the outlook for the use of the methods in the future. For those methods which are typically run with a few well-established computer codes, I also mention these.

The methods discussed at length are, in order of historical appearance: Rate theory or rate equations (RE, section 3), Monte Carlo neutrons calculations (MCN, section 4), Metropolis Monte Carlo (MMC, section 5), Molecular Dynamics (MD, section 6), Binary Collision Approximation (BCA, section 7), Kinetic Monte Carlo (KMC, section 7), Discrete Dislocation Dynamics (DDD, section 9), Density Functional Theory (DFT, section 10), Time-Dependent Density Functional Theory (TD-DFT, section 11), and Finite Element Modelling (FEM, section 12).

While preparing the article, I also considered the crystal plasticity (CP) [13] and phase field modelling (PFM) [14] methods. The number of works on these methods and irradiation using the same search criteria as for the other methods was, however, relatively small, so that I considered it premature to include them separately in a historical review (some of the CP works are included in the FEM statistics, as the methods are related). Their use and importance for studies of radiation effects is, however, likely to increase in the coming years.

It is important to realize that many of these methods are in much wider use outside the radiation effects community. In particular, molecular dynamics is used very extensively in the general chemistry and biophysics communities, and density functional theory both in chemistry and materials physics. The finite-element method is again very widely used in continuum mechanics and engineering. As a simple numerical comparison of the relative importance of radiation effect studies, in 2017 about 14 000 Web of Science-indexed publications were published related to either molecular dynamics or density functional theory. Out of these, about 500 were also related to radiation effects (purely coincidentally, in 2017 the numbers are about the same for both methods). In other words, for these methods, the radiation effects studies are only about 3.5% of the total.

I note that the topic of the origin of these simulation methods is interesting not only for radiation effects specialists, but also for the development of computational physics and numerical mathematics in general. Examples of this are given for some of the methods below.

In the remainder of the article, for the methods listed above, I give a very brief description of how the method works is given; for each of the methods, there are textbook-length treatments available, so giving a comprehensive description is not possible in a limited-length review article. For each method, my best knowledge of their history is given, followed by some highlights of their development over the years. The total number of publications underlying the data on the methods and radiation in Fig. 3 is 19600, and I do not attempt a comprehensive review of this vast body of work.

At the end of the article, there is also a general discussion about how the use of the methods has developed over the years, and some general outlook for the future.

2. Overview of physics and methods

In an attempt to give a reader a view how the different methods relate to each other, I first give a very brief overview of radiation effects, linking the physics stages to different simulation methods. Other articles in this anniversary volume discuss the physics of the different stages in greater detail. Radiation effects physics is also discussed at much wider extent e.g. in Refs. [12,15–17]. This section is organized as the frames in Fig. 1, which are referred to in the following with uppercase letters A–F. The methods relevant to each stage are mentioned briefly with the abbreviations here, while the detailed method descriptions are given in the following Sections 4–12.

A) In the bulk, a radiation damage event is initiated by a passing high-energy particle. This may be a high-energy (100’s of keV’s or MeV’s) ion, neutron or electron. The passing particle occasionally collides strongly with an atom in the material. If the energy transfer to this primary knock-on atom (PKA) exceeds the threshold displacement energy [18,19], it starts moving ballistically between other lattice atoms. It will in turn collide with other atoms (secondary knock-on atoms), and so on. The sequence of collisions is called a collision cascade. This initial stage is not a thermodynamic system, since the time scale of the high-energy collisions ~ 10 fs is much shorter than the lattice vibration frequency of solids ~ 300 fs [201].

The motion of the high-energy particle can be treated with the MCN method, if it is a neutron, and the BCA or MD if it is an ion. The energy loss to electronic excitations (electronic stopping) can be treated with either traditional empirical electronic stopping theories or tabulations [21–23] or with TD-DFT methods. The collision cascade itself can be treated by BCA or MD simulations.

B) After about 0.2 ps, both BCA and MD simulations show that all the recoiled ions have slowed down to kinetic energies below the threshold displacement energy, ~ 10 eV. At this stage, two outcomes are possible. In case the material has a low density [8,24], the knock-on atoms move largely independent of each other. In this case, the damage remaining is
mainly single vacancies and interstitials, or small clusters of these. In dense materials, however, the sequence of collisions typically occur so close to each other that after about 1 ps, there are regions of atoms with kinetic energy around $\sim 1$ eV right next to each other undergoing complex many-body collisions.

MD simulations have shown that the kinetic energy distributions of these atoms is a Maxwell-Boltzmann one, i.e. the system can be considered to be in a thermodynamic liquid-like state [25]. This state is called a heat spike or thermal spike or displacement spike. Because the system is clearly out of thermodynamic equilibrium, and the processes are so rapid that thermal equilibration...
with the surroundings does not have time to occur, the only correct way to treat the system is by MD simulations in the microcanonical thermodynamic ensemble. In other words, MD should be run as direct solution of the equation of motion without any temperature or pressure control in the collisional region.

C) After about 10–100 ps (depending on thermal conductivity of the material), any collision cascade has cooled down to the ambient temperature, leaving behind some damage.

The same MD simulations that can be used to describe the cascade in stage 2 will somehow describe also the damage formation. However, there are major methodological uncertainties in what the exact form of the damage produced is [26] due to uncertainties in how well the interatomic potentials describe the defect energetics. DFT is much more reliable in this regard, and hence can be used to calibrate or discriminate interatomic potentials.

D) After the single primary damage event, i.e. stages A)-C), the defects produced are mobile on some time scale. This mobility is determined by equilibrium thermodynamics (except if an additional cascade happens to hit the same region of the material).

In practically all cases, MD is too slow to describe this mobility, however, either DFT or MD can be useful in determining the diffusivity of individual defects. Both methods can be used to determine the migration energy barrier (typically using the nudged elastic band (NEB) method [27]) for both point defects and also extended defects, at least if these are not too complicated. Also the migration prefactor can be determined, either from analysis of vibration modes [28] or by dynamic simulations [29]. After the migration properties of all relevant defects are known, either KMC or RE methods can be used to simulate their diffusion.

E) In many cases of practical interest, the radiation fluence is so high that any given region in the material is affected by several recoils. In non-amorphizable metals, the damage after a high dose almost invariably is in the form of dislocation loops [30], and sometimes also voids [31]. In semiconductors, even a single recoil event can produce disordered ('amorphous') zones [32,33]. Hence, under prolonged irradiation it is natural that these build up to for increasingly large amorphous zones, which may lead finally to complete amorphization [34–36]. In some ceramics, also phase transitions from one crystalline phase to another have been observed [37].

The formation of dislocations and amorphization due to damage buildup can be readily simulated with MD [38,39]. For longer time scale damage buildup, KMC or RE's are appropriate tools, and for the dislocation mobility, DDD. The MMC method may be useful for examining relative phase stability.

F) After really prolonged irradiation, or if the irradiated system is also under a mechanical load, in metals the dislocation structures tend to grow, and under stress may be mobile. The only method that can certainly simulate dislocation mobility explicitly on the mesoscale is DDD, although also KMC after extension with elastic interactions may give this possibility in the future. FEM or RE's with suitable parametrization of materials properties that depends on dislocation concentration can be used to simulate a material with dislocation in an averaged manner. The RE approach can also be very useful for simulating void and He bubble growth.

3. Reaction rate theory or rate equations (RE)

The term ‘reaction rate theory’ or ‘rate equations’ is in general used to mean solving continuum differential equations of defect densities to simulate their diffusion. Thus the method is in principle as old as diffusion theory itself, dating back to the 1850’s [40]. The rate theory approach [41–44] has the advantage that it can span very large time, spatial, and energy ranges, from defect production in cascades to changes in macroscopic properties. The disadvantage is that it only gives average defect concentration information. In principle the KMC approach (section 8) could do the same including descriptions of each individual defect. However, the RE approach is, at least if limited to a one-dimensional space description, many orders of magnitude more efficient than KMC, and hence remain still in use. The methods do share the common characteristic that the inputs to RE's can be the same experimental, MD or DFT data as to KMC.

The approach has been used under several different terms, since solution of differential equations for diffusion can be done and called by many names. The publication statistics in Fig. 3 is shown for the terms “rate theory” or “rate equations”, but is likely an understimation due to the naming differences. For defects in solids, rate theory was used without electronic computers for instance by Cottrell to examine how carbon atoms form the “Cottrell atmosphere” around dislocations to slow them down [45]. Somewhat later, in 1957, Waite used rate equations to examine diffusion under a radiation boundary conditions [46], and the following year Dienes and Damask used it to examine radiation enhanced diffusion [47]. Dworschak considered in the 1960s different kinds of trap models with analytical solution of rate equations [48].

The origin of the use of rate theory computer modelling specific to radiation effects occurred around 1970, according to a review article by one of the pioneers in the field, Brailsford [42], who cites a paper from 1970 by Wiedersich as the original computer simulation one [49]. Also from other sources, it is clear that the field had a surge of activity starting in 1970–1971, see Ref. [41] and references therein. This was mainly motivated by the desire to understand the recently discovered phenomena of void swelling and radiation induced segregation in structural alloys (for proposed fast breeder reactor cladding/duct applications).

![Use of key simulation methods for radiation effects](image)

**Fig. 2.** (Color online) Schematic description of the development in time of the use of some key methods in radiation effects. The bars start at the very first use of the method in any field of science. The color (gray) shading strength are a subjective view by the author on the relative importance of the method in radiation effects studies. Figure is original work for this article. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

A key point in rate theory is which defects to include and what the trap (sink) strengths are. The results are naturally sensitive to which defects are included, what the associated sink strengths are, and how they are treated \[51,52\]. Already in 1972, Wiedersich simulated the fraction of defects which are annihilated at sinks in Ni using rate theory as a function of the sink annihilation probability, see Fig. 4. In this early work, defect clustering was neglected. Later on, around 1990 Wiedersich considered also the role of defect clusters formed directly in cascades, and showed that if these are formed in a cascade, they become under many circumstances the dominant sinks for mobile defects \[43\]. In 1981 Brailsford and Bullough presented a thorough mathematical theory for how to treat the sink strengths of non-saturable defect sinks \[52\]. Around 2000, Gan et al. used rate theory to model loop formation in light-water reactor steels using \[53\]. They found that agreement with experiments was obtained only when the possibility of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model. Similarly, the results of Katoh et al. \[54\] also point to the importance of in-cascade interstitial cluster formation was included in the model.
effects. In 1983 Ghoniem et al. examined He migration in Ni using analytical methods and rate theory, and raised the possibility that He migration is enhanced by migration in a He-divacancy complex. Stoller et al. implemented in 1985 a helium bubble equation of state into rate theory and calculated swelling due to the He in stainless steel based on this [65]. Somewhat later, Katoh et al. [66] studied the effects of He to dpa ration on bubble number density in stainless steels. The swelling was found to be a complex function of irradiation temperature, He/dpa ration and displacement rate. The authors concluded from this, that simple extrapolation of fission reactor damage results to fusion reactors is unlikely to be accurate.

For studying the diffusion of defects and impurities, rate theory and KMC are in principle complementary. A very thorough comparison was presented in Ref. [67], which showed that the RE and OKMC agree well for irradiation conditions that produce a high density of defects (lower temperature and higher displacement rate) and for materials that have a relatively high density of fixed sinks such as dislocations, see Fig. 5.

Rate equations are also widely used to simulate the fusion reactor plasma-material interactions [68–71].

As a final note on rate theory, we mention that the formation of ordered nanostructure arrays on surfaces (“ripples”) [72–75] has been described with an differential equation approach mathematically somewhat similar to the defect rate theory. This was first done by Sigmund [76] and later Bradley and Harper for sputter-induced ripple formation [77]. More recently, strong evidence has emerged that at least in amorphous materials, ripple formation is in fact dominated by atom redistribution [78–81].

4. Monte Carlo neutronics calculations (MCN)

The MCN method is very interesting in that its development was a milestone in all of electronic computing; the very first computer simulation ever was a neutronics calculation done by Fermi in 1946. The first declassified publications on the topic appeared in 1948 and 1949 [82,83], but a much later historical paper by Metropolis revealed the first calculations were already done in 1946 on the first electronic computer, the ENIAC [84]. The calculations were about following neutron passage in fissile matter based on random initial positions and collecting statistics. This approach still is the basis of Monte Carlo neutronics calculations.

The same historical paper [84] also reveals the origin of the peculiar name ‘Monte Carlo’ for using random numbers in computer simulations. Obviously this name does not have any motivation in physics terminology. Instead, it was coined by Metropolis due to an uncle of Stanislaw Ulam apparently having a gambling affliction, and the most famous casino in the world being Monte Carlo in the Principality of Monaco [84]. I note that the more scientific term “stochastic” could very well be used to describe any simulations employing random numbers, and appears to be the dominant term in mathematics. Physicists seem to prefer the term ‘Monte Carlo’, presumably because of no other reason than the more exciting mental images it may conjure.

After its early origins, the MCN methods have developed to be a routine and key method in design and optimization of nuclear fission power plants, with still expanding use, see Fig. 3. The publication numbers are, however, a severe underestimation of the width of the use of the method, since much of the routine MCN work in fission power plants is not published (not to mention the likely use of the approach in design nuclear device for military purposes). I do not attempt here a comprehensive review of the long history of the MCN method, but merely refer to a few highly cited papers and important codes in the field.

The first paper on MCN simulations in a regular journal were published in 1950 by Kahn, who used the method to address neutron attenuation [85]. About a decade later, Kalos introduced the use of importance sampling to speed up neutronics calculations; this method is now a standard approach in all kinds of MC simulations. Around 1970, MCN simulations were also taken into use in medicine [86].

At first, the calculations only dealt with the neutron motion, but later were extended also to be able to provide the recoil energies the atoms received (PKA in stage A in the schematic Fig. 1), thus setting a basis for calculations of neutron damage in materials [87–89]. Very recently, the damage calculations have been extended to deal with complex geometries and multiple stages of neutron transmutation [90,91].

As the MCN field matured, the solutions were incorporated into a few codes that have become dominant in the field. The likely most used code is the MCNP code developed at Los Alamos. The development of the code can be traced back to 1957 [92], and it has been updated ever since, the latest version being released in 2018 when this article is being written [93]. Another code still under active use and development is the TRIPOLI code developed most recently by Petit et al. [94]. The PHITS code by Inase et al. is interesting in that it can also handle passage of other heavy elements developed [95]. Recently, the entirely new SERPENT code has attracted interest due to its modern speedup algorithms [96]. Many neutronics codes are only available to scientists in OECD member countries via the OECD Nuclear Energy Agency code database. MIT does publish a modern open source code OpenMC [97].

5. Metropolis Monte Carlo (MMC)

The same Metropolis who coined the name Monte Carlo, developed together with two Rosenbluths and two Tellers in 1953 a completely different random number method for thermodynamic calculations [98]. In this approach atoms in a system are given random displacements one at a time, and the potential energy difference associated with the shift is determined. If the shift is negative (energetically beneficial), it is always accepted, and if it is positive, the shift may still be accepted with a probability decaying as a Boltzmann factor [98]. This approach leads the atomic system to an equilibrium canonical (NVT) ensemble [99]. The potential energy is obtained from interatomic potentials [100–102].

The original use of this method was to simulate melting of hard
6. Molecular dynamics (MD)

Molecular dynamics simulations are a way to simulate the motion of atoms in molecules or solids [111–113]. The crucial physics input to the method are the forces acting between atoms. These can be obtained either from an analytical interatomic potential (which may be the same as for the MMC method) or from a quantum mechanical calculation method, such as DFT.

Molecular dynamics was initially developed to simulate vibrations in diatomic molecules by Alder and Wainwright in 1957 [114,115], and its widest usage area is in fact in molecular and biophysics [112,116,117]. Very soon after 1957 the method was taken into use also in radiation physics. In 1960, Gibson et al. used it to simulate collision sequences in copper, and already in this very first work, found the effect of “recoil collision sequences” (RCS), see Fig. 7. This is still recognized as one of the mechanisms by which interstitials and vacancies can become separated to form stable Frenkel pairs (later works have shown that it is by no means the only one [24,118]). Very soon afterwards, MD simulations were used to examine the threshold displacement energy surface [119,120]. As a special historical observation, I note that the first paper in the Journal of Nuclear Materials with the words “computer simulation” in the title was a paper on MD simulations of threshold energies in Cu from 1978 [121].

In those days, computer capacity was of course very limited. Hence the early simulations involved only a couple of hundred atoms, had the outer atoms forced inwards, and were run with purely repulsive interatomic potentials. By current standards, this kind of simulations would be considered completely unphysical. In this regard, it is amusing to note that the MD simulation value for the average threshold energy in Fe obtained in 1964 by Erginsoy et al. of 40 eV appears to be the source of even an official ASTM standard [122]. There were several experimental values on the threshold in Fe for specific crystal directions [123–125] around 20–30 eV, but Lucasson chose in Ref. [18] to cite the MD value of 44 eV for the average. Moreover, due to this value being cited as an

Fig. 6. Image describing simulation setup for the first MMC simulation of melting of a hard sphere system. From Ref. [98]. Reprinted with permission from AIP publishing. Copyright (1953) the American Institute of Physics.

Fig. 7. Image describing the motion of atoms from the first MD simulation of radiation effects [144]. Reprinted figure with permission from [J. B. Gibson et al., Physical Review 120, 1229 (1960)] Copyright (1960) by the American Physical Society.
entry in a table that did not clearly specify the method (Table 2 in Ref. [18]), it is sometimes even confused to be an experimental value.

On the other hand, analytical potential MD simulations with much more advanced modern simulation methods actually give an average threshold that is very close to 40 eV [19]. However, DFT-MD simulations, which should be clearly more reliable than any classical potential, give a value of about 30 eV, indicating that the old value of 40 eV is in fact an overestimation [126].

The computer capacity limitation to a few hundred atoms prevented use of MD simulations for studying radiation effects by higher-energy ions for a couple of decades. However, in the 1980’s computers started to become efficient enough to simulate radiation effects also at higher energies. In the early 1980’s, Webb, Harrison, Garrison, and coworkers managed simulations of a couple of thousand of atoms, which was enough to simulate sputtering and pit formation at surfaces [127–129]. This lead to a long line of studies of sputtering, first in simple metals and elemental carbon [130–132], and later to more complex systems such as fullerene bombardment [133,134] and sputtering of complex organic molecules [135]. Later on, as interatomic potentials became more advanced such that they could describe chemical bonds in a reasonable way [101,136], MD simulations also started treating chemical sputtering [137–143].

When computers in the 1990’s became efficient enough to simulate first tens of thousands, and later millions, of atoms, the surface simulations also could model explosive emission of atoms of atoms and cratering [145–150]. The cratering studies raised the obvious question of whether the craters formed by the same mechanism as those on planets and moons. Aderjan and Urbassek first showed in 2000 that craters produced by single ions do not form by the same mechanism [151], but rather by flow of a heat spike liquid to the surface [146]. Slightly later, Samela and Nordlund showed that when the projectile size is increased from a single atom to an atom cluster with more than 10 000 atoms, the cratering mechanism does become the same as the macroscopic one, i.e. explosion of a high-pressure zone formed under the projectile to the surface and vacuum [152].

In 1987 Díaz de la Rubia et al. made a breakthrough for understanding bulk radiation effects, when they were able to simulate a system of more than 10000 atoms. This enabled simulating the full development of 5 keV collision cascades inside a material [153], which showed that a heat spike has an underdense core and a overdense shell, just as conceptually envisioned by Brinkman already in 1954 [154], see Fig. 8. Since this work, a large amount of work has been done on understanding bulk heat spikes in metals by MD (see e.g. Refs. [25,155–165]), basically giving all the insights on their nature described above in Section 2. However, it is important to point out that there is also direct experimental evidence for the existence of heat spikes [37,166–168].

Out of the many historical developments in defect production by heat spikes in metals, I only mention one development in more detail. The issue of how dislocation loops form has been studied to a great extent. Experiments show that at least vacancy-type stacking fault tetrahedra can form directly in collision cascades [169,170]. In 1999 Nordlund and Gao reproduced this effect in MD [171], and slightly later Nordlund et al. showed that the SFT production is strongly enhanced near surfaces [172]. I 1991, Díaz de la Rubia et al. claimed to have observed the production of interstitial dislocation loops directly by loop punching in a cascade [156], however, in 1996 the same lead author admitted that this observation was an artefact of a too short analysis time [173]. More recently, new systematic experiments of irradiated W have shown that in this very dense material, at least vacancy-type dislocation loops can form directly in collision cascades, and that simulated and experimental cluster size distributions agree well with each other [168], see Fig. 9.

The inclusion of electronic effects (electronic stopping [21,22] and electron-phonon coupling [174]) in the MD simulations has a somewhat curious history. Some of the very first MD simulations did already include electron-phonon coupling [175,176], and several groups have routinely included at least electronic stopping since the mid-1990’s [24,177–185] in numerous materials. However, for some reason the groups working on damage in Fe have generally not included electronic stopping [118,159,186]. At high energies, comparison of range profiles with experiments [183,187–189] show that the electronic stopping can be very well treated as a frictional force (how to include a frictional force can be included in MD is well established [112]). For lower ion energies, the electronic excitations start to couple to the phonons and one enters the electron-phonon regime. It is perfectly possible, and even relatively straightforward to include also lower-energy electronic effects in heat spike simulations. However, the exact way how the electron-phonon coupling should be done, and/or what the associated parameters in the model should be, remains unclear in the heat spike regime to this day [190–193]. The TDDFT method holds great promise for giving further insights on this (cf. section 11).

MD simulations of radiation effects have of course not been solely related to metals. Numerous studies have been performed on
cascade damage in Si, Ge, and other semiconductors [194–201]. These generally all reproduce the key difference between damage in metals and semiconductors: while elemental metals remain crystalline, irradiation of semiconductors leads to production of first amorphous pockets [202] and later on full amorphization [38,203]. The basic reason to this dramatic difference in behaviour is the much higher recrystallization velocity of elemental metals [24,204].

Radiation effects in ceramics have also been examined extensively by MD, see e.g. Refs. [205–217]. These generally show that the behaviour is complicated and somewhere between metals and semiconductors: some ceramic materials amorphize readily, while others do not [216,217].

The early MD simulations cited above were, out of rather obvious reasons, considering either bulk materials, or a smooth surface. However, as nanoscience became the rage in the 2000’s, a large amount of MD simulations studies have also considered irradiation of nanostructures. Due to the large fraction of surface in these, their response to radiation can be quite different from that in the bulk. The damage is naturally enhanced at the surface [218], and the sputtering yield can lead to truly massive nonlinear enhancement of sputtering yields [219].

In carbon nanostructures such as graphene and nanotubes, the defects may be very different from those in a bulk material [220,221]. It is interesting to note here that many of the radiation effects in carbon nanotubes were first predicted in simulations and then confirmed by experiments. For instance, MD simulations predicted that there are no proper interstitials in carbon nanotubes, but a 2-fold bonded adatom is a rapidly-moving defect analogous to the interstitial in bulk [222]. This prediction was confirmed by experiments observing rapidly moving surface atoms in graphene [223].

Extensive reviews of radiation effects in nanostructures are available e.g. in Refs. [224–226] and we refer the reader interested in more details on irradiation of nanostructures to these.

A fairly recent development is the MD simulation of high-dose irradiation effects by simulating numerous overlapping cascades. In Si, Ge, GaAs and SiO2 such simulations are in good agreement with the experimental amorphization damages and damage buildup [38,203,214]. Also the amorphization of Ge nanoclusters embedded in silica matrices have been well reproduced [227]. However, for GaN such MD simulations fail in describing the complex experimentally observed 3-stage amorphization behaviour [199]. In metals, simulations of overlapping cascades can reproduce fairly well the experimentally observed difference between elemental Ni and Ni alloys [228,229]. These good agreements are remarkable considering that the overlapping damage MD simulations overestimate the experimental dose rates by many orders of magnitude.

Due to its versatility, MD based on either classical or quantum mechanical interactions, will certainly remain a key method of radiation effect studies for a long time to come. Accelerated MD schemes have already extended the time scales that can be handled to also cover defect migration partly (part D in Fig. 1) [230–236]. The uncertainties with interatomic potentials will likely be reduced significantly by machine-learning potentials [237–240]. However, we note that their current construction schemes do not include short interatomic distances, and hence their development needs to be extended to the repulsive potential region before they can be reliably used in radiation effect simulations.

For a long time, the radiation effects MD simulations were carried out with a wide range of different codes that were developed with one group, or a few collaborating groups. These include e.g. the SPUT code developed by Harrison, Garrison et al. [241,242], the MOLDY suite of codes developed by Finnis et al. originally at HARWELL [243,244], the MOLDYCASK code based on MOLDY developed by Diaz de la Rubia et al. at LLNL [245], the DYMOKA code by Becquart et al. [246] and the PARCAS code by Nordlund et al. [247]. Since about 2010, the dominant MD code for simulations of hard condensed matter in general has started to be the LAMMPS code developed at Los Alamos [248]. Although originally the code was not particularly well suited for radiation effects, more recent versions do support high-energy repulsive potentials and have a combined electronic-stopping-electron phonon coupling model. Hence it seems that LAMMPS is becoming the dominant MD code also for radiation effects studies.

### 6.1. MD in recoil interaction approximation (RIA)

The recoil interaction approximation (RIA) is a special variety of MD for simulating ion penetration profiles efficiently. In this approach, all interactions of an ion or recoil with lattice atoms are treated according to the molecular dynamics algorithm, but lattice-atom lattice-atom interactions are not calculated. Moreover, the lattice is always generated around the ion/recoil as it moves forward, making it enough to have only a few hundred atoms in the simulations.

The MD-RIA was first developed by Karpuzov and Yurasova in 1971 [249], but the use of the method did not continue in that group. It was then later reinvented by Nordlund [178], whose group took it into wide use. Another implementation was made by Beardmore et al. [188]. The MD-RIA approach has proven to be useful especially for understanding channeling effects, both the reduction of electronic stopping in channels [179,183,189,250] and for systematic analysis of in which crystal directions channeling takes place, using so called ‘channeling maps’ [251].

MD-RIA is available in the open source MDRANGE code [252,253].
7. Binary collision approximation (BCA)

In the binary collision collision approximation, the motion of an ion or recoil in a material is treated as a sequence of independent binary collisions. For each collision, the classical scattering integral is solved to give the scattering angle and energy loss to sample atoms. This allows for a very efficient treatment of ion passage in materials (frame A in Fig. 1).

The BCA approach was first developed by Robinson and Oen in 1963 [254]. Even though they authors used, by current standards, fairly crude interatomic potentials, they obtained remarkably good agreement with experimental range profiles, see Fig. 10. Very soon after this initial study, the BCA approach was extended to also deal with ions moving in a crystalline structure. These simulations discovered the ion channeling effect [255,256], which was soon afterwards confirmed experimentally [257,258]. This likely is one of the first cases ever where an atomistic computer simulation successfully predicted a physical effect.

The BCA simulations can be further categorised by how they treat the structure of the material in which the ion moves:

1. The by far most used approach is to select the position of the next colliding atom randomly, in a Monte Carlo approach [22,254,259]. This approach is set up to ensure the material has the correct density, but otherwise has no information on the structure of the material. Naturally, it treats ion passage in a fully amorphous material.

2. It is also possible to set up BCA for ions moving in a perfect crystal [255,256,260–262], possibly with thermal displacements obtained from the Debye model [263].

3. Very recently, an approach was introduced where BCA is run on arbitrary atoms positions read in from a file, existing for the entire penetration depth of the ion [264]. For typical ion ranges in the 10–100 nm range, doing this requires millions to hundreds of millions of atoms, which is entirely feasible to handle with modern computer memory capacity. This approach allows taking complex defective structures from MD and simulating either ion passage or backscattering from these positions [214,229].

Another important distinction in BCA methods is whether they are run for the ion only, or whether also the recoils are followed. The latter, so called ‘full cascade’ mode can describe linear collision cascades fully. Such a mode is implemented in two of the most used BCA codes, MARLOWE [260] and TRIM/SRIM [22,265,266].

In spite of the basic idea of binary collisions, there are actually varieties of BCA where several binary collisions are treated simultaneously [260,267]. This may be necessary to treat some channeling conditions correctly, but the way to implement “multiple binary collisions” is not unique, and different approaches do not give quite the same results [267,268].

After the start, the BCA approach became a very widely used method for simulating range profiles, sputtering, and energy deposition in materials, see e.g. Refs. [262,269–278]. Most recently, its use has been extended to nanostructures [279–281].

When the MD-RIA simulations became available, it also became possible to test the lower-energy limit of BCA. Roughly speaking, for heavy ions, BCA is valid down to energies of a few 100 eV, while for light ones it may be fairly accurate even down to energies of a few tens of eV’s [282,283].

The original BCA code, MARLOWE [260], is still in active use [267,276,284,285], in spite of being originally written in the 1960’s in a very peculiar Fortran variety known as Mortran. However, BCA is by far most used in the Stopping and Range of Ions in Matter (SRIM) code, which has an executable that is freely available has a very easy to use graphical user interface for Windows systems [23,266]. SRIM is originally based on the TRIM code [22,265], which also has other derivatives: TRIDYN [259], SDTrimSP [286], CrystalTRIM [261]. Other, independently developed BCA codes include SASAMAL [287] and CASWIN [288,289].

Some uses of the BCA method can be considered outdated by now. Even though BCA simulations can give some sort of numbers of vacancies, these numbers are not unique [290], and BCA cannot in any reliable way describe production of vacancy or interstitial clusters, as this is driven by thermodynamic processes. Hence for simulations of defect production, MD can be considered to have superseded BCA. A bit similarly, for simulating channeling under conditions where multiple collisions are significant, the MD-RIA approach is usually sufficiently fast, reducing the need for a BCA approach. However, BCA does remain a very efficient and accurate method for calculating ion ranges, energy deposition profiles, recoil spectra, and when properly calibrated, also sputtering. For this kind of uses, the approach is likely to remain important far into the future.

7.1. Kinetic Monte Carlo (KMC)

The KMC method is in the most general term a way to simulate the time evolution of any system with known rates, provided the subsequent transitions are not correlated with each other and are Poisson processes [291]. If all possible transitions and their rates are known, then the KMC algorithm always picks one transition to
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A practical problem in OKMC simulations is often that most of the simulation time goes into simulating a few rapidly moving defects (typically interstitials) that very slowly proceed by random walk from one area to another. To overcome this computational limitation, two approaches have been developed. Event KMC aims at skipping the slow motion and model only the “events” i.e. defect reactions of interest [324]. The other approach for the same purpose, which appears to be more rigorously formulated, is First-passage KMC, FP-KMC [325].

All the basic KMC approaches assume that a defect is moving by a random walk, except when it is reacting with another defect. However, in reality defects have a relaxation volume [326,327], which means that they also have a strain field and an elastic interaction energy associated with it [328]. Hence e.g. defects with relaxation volume of the same sign will repel each other, and pairs with opposite sign, attract. Recently, the first KMC code that incorporates such elastic interaction effects has been developed [329].

Since there are many KMC varieties, that from a programming point of view are not naturally compatible, there are not really any wide-use general-purpose KMC codes (such as LAMMPS is for MD). For OKMC, there is a new open source code MMonCa that is quite adaptable to different systems, and hence has potential to become a wide-use OKMC code [330], and for AKMC surface simulations the KiMOCs code is available open source [331].

8. Discrete Dislocation Dynamics (DDD)

Discrete dislocation dynamics is a much newer method than the ones cited above. In this method, dislocations [332] are treated as a connected set of lines or curve segments, which interact with each other via the elastic strain energy [333]. The energy gives an elastic force between the segments, and a molecular-dynamics like algorithm can then be used to simulate the motion of the dislocations.

DDD was first developed for two-dimensional systems by Lepineux and Kubin as recently as 1987 [334]. The theoretical formulation for realistic dislocations was formulated and applied for 2D simulations by Amodeo and Ghoniem in 1990 [335,336]. The approach and extended to three dimensions in 1992 by Kubin and Canova [337].

Since the strain field around defects decays slowly, the method is rather computationally heavy, as it needs to principle sum all interactions from all other dislocations.

The most common DDD approach solves the interaction between segments using the elastic equations for an isotropic medium [333]. However, since common metals are highly elastically anisotropic [338], this is not fully realistic. In 2010, Fitzgerald et al. implemented anisotropic elasticity in DDD [339,340].

The method has gained wide use in modelling mechanical deformation of materials, see e.g. Refs. [341–345]. The relevance for simulating radiation effects comes from the fact that after prolonged irradiation, damage in metals is dominated by dislocations (frames E, F in Fig. 1), and their behaviour will determine the final mechanical property change of the material. Hence for a complete simulation capability of radiation damage in metals, some variety of DDD will be crucial.

The first studies of irradiation effects by DDD were done around 2000 by Diaz de la Rubia et al. [346,347], and gave a reasonable-seeming explanation to plastic flow localization in materials. Another example of a similar study, including a comparison with experimental data [342], is shown in Fig. 12. However, it seems now clear that to simulate dislocations in realistic materials, one needs to include several effects that are not included in basic dislocation theory. This includes at least how dislocation motion is slowed down by low-concentration impurity atoms such as C and N (always present in real metals), how dislocations interact with precipitates, and with each other. Due to this, extensive efforts are underway to use classical MD to deduce how dislocations interact with other objects and each other, and then introduce this into the DDD codes, [63,348–356]. For instance, Terentyev et al. deduced from MD simulations of dislocation mobility in FeCr alloys that one of the reasons to the high radiation hardness of ferritic-martensitic steels is that Cr strongly slows down interstitial dislocation loop mobility [63]. In another recent advance, Lehtinen et al. deduced from MD how dislocations interact with spherical obstacles, and introduced this into the DDD code ParaDis [357,358].

All of these studies are at least indirectly relevant to irradiation, even though many of them do not actually explicitly mention the term “radiation”. This is one reason why the publication statistics on DDD and radiation gives quite low values (Fig. 3). However, due to the crucial role of dislocations on both radiation effects and mechanical properties of metals, it seems clear that the use of DDD to study radiation effects will extend, as the method matures. For instance, very recently in 2018, Cui et al. used DDD to show that plastic flow localization can, depending on size scale, be either irradiation-controlled or dislocation source-controlled [359].

Implementing the long-range elastic displacement field is rather complicated, and hence there are not too many 3D DDD codes available. The perhaps most used code is ParaDis, developed at LLNL by Bulatov et al. [360,361]. Other codes include microMegas maintained at CNRS-ONERA [337,362], NumoDis/Tridis by Fivel et al. [363–365], as well as a code developed by Weygand et al. that does not apparently have a definite name, but is sometimes called the “Karlsruhe dislocation tool” [366,367].

9. Density functional theory (DFT)

The idea for DFT was originally developed in 1964 and 1965 by Hohenberg, Kohn and Sham [368,369], and has since then developed to be such a key method in physics, chemistry and materials science that Kohn got the Nobel prize in chemistry for it in 1998. To put it in a simplified way, DFT solves a Schrödinger-like equation for the electron densities (rather than the many-body wave functions) of non-interacting electrons, then uses a special “exchange-correlation” functional to correct for the error associated with the initial use of hypothetical non-interacting electrons. After 5 decades of development, the DFT algorithms have become quite accurate for a wide range of solid-state and molecular systems; although it is important to be aware that it has serious problems in describing e.g. some molecular transition barriers [370].

DFT is by definition an electronic ground state method [371–373] and hence not directly suitable for simulation of nonequilibrium radiation effects. Moreover, it is computationally very demanding, and hence most DFT simulations even today still only involve a few hundred atoms. However, DFT is also widely used related to radiation effects, as is evident from the publication statistics in Fig. 3. It can be used in many ways to benefit understanding of radiation effects.

1. DFT is the de facto standard method for studying the properties of point defects: their formation energy, relaxation volume, etc. etc. We do not attempt to review the vast literature on DFT studies of defect properties, as there are many other recent comprehensive reviews on the topic [370,374,375]. This usage area is, of course, not limited to radiation effects, but the results are valid regardless of how defect were produced. On the other hand, many kinds of defects, especially interstitial-like ones, are typically produced mainly by irradiation, and hence the DFT defect studies are often motivated by radiation effects. Such DFT defect results can be very useful for selection or constructing
analytical interatomic potentials, before these are used in classical MD studies of radiation effects.

2. The DFT defect calculations can also be extended to determine transition barriers between two different defect positions, i.e. the migration energy of the defect. This can be achieved with one of several transition calculation approaches. This is a very important approach to get input for KMC or RE studies of the long-term defect migration.

3. Due to the limitation to a few hundred atoms, it is challenging to use DFT for studies of extended defects. However, by selecting a suitable cell symmetry, it can be used to study the core structure and energetics of dislocations and stacking faults.

4. As noted above in section 6, molecular dynamics can also be run with forces obtained from DFT (DFT-MD). So far, due to the small number of atoms involved, such simulations have been mainly limited to studies of the threshold displacement energy. An example of a near-threshold defect formation process is shown in Fig. 13.

Also other, more approximate but efficient quantum mechanical methods such as tight-binding MD (TBMD) have been used to study threshold displacements. TBMD has also been used to study surface impacts.

As computers became more efficient, and DFT methods further optimized, I foresee that soon DFTMD will be able to be used to simulate full collision cascades at least for keV energies. This should be very helpful in resolving some of the remaining uncertainties about choosing interatomic potentials in classical MD.

Since DFT is a very widely used method, there also is a wide range of different codes. In the field of radiation damage studies, some widely used codes are VASP, SIESTA [395] and Quantum Espresso [396,397].

10. Time-Dependent Density Functional Theory (TDDFT)

The TDDFT method aims to solve the time-dependent Schrödinger equation for a system of atoms and electrons. However, just like the time-independent DFT method, the equation solved is not the true Schrödinger-equation, but an approximation to it. Hence it is not guaranteed that the solution corresponds to reality.

TDDFT is based on a generalization of the DFT method by Runge and Cross from 1984 [398]. To simulate atom motion (TDDFT-MD), one can use the approach coupled to Ehrenfest dynamics [399–401], and the method has gotten wide use to simulate electronic excitations in materials and molecules. The method is very interesting for radiation effects because it could, at least in principle, describe electronic stopping and electron phonon coupling fully from first principles. Due to this, its use to study radiation effects has increased strongly since 1995, see Fig. 3 (although a large fraction of the papers deal with radiation effects from non-ionizing electromagnetic radiation).

TDDFT is a computationally extremely heavy method, and hence TDDFT simulations tend to be limited to 100 atoms or less. This naturally makes simulation of electronic stopping or electron-phonon coupling very challenging. The first calculations of electronic stopping by TDDFT were thus done on nanostructures with limited number of atoms. Kunert et al. studied projectiles impacting on fullerenes already in 2001 by TDDFT [402], and Nazarov et al. in 2005 the model system of a homogeneous electron gas [403]. Starting in 2007, Krasheninnikov and coworkers have systematically used TDDFT to examine electronic stopping in graphene, first for protons and more recently also for heavier ions [404,405]. These simulations seem to be give stopping powers that are on average consistent with experimental values. However, they can be extremely useful for explicitly deducing how electronic stopping varies in individual trajectories.

For bulk materials, several studies in the early 2000’s considered...
the issue of what the low-energy limit of electronic stopping is, in association with contemporary experimental studies. Both simulation [406,407] and experimental [408-411] works now give strong evidence that at energies below roughly 1 keV, electronic stopping is weaker than in the standard velocity-proportional Lindhard model.

Since around 2012, several studies have started to determine the electronic stopping in bulk materials [401,412-414]. These simulations can be very valuable in giving insight on how the electron density is modified by individual projectiles, see Fig. 14. Most recently, TDDFT simulations were also used to start to get insight into electron-phonon coupling [193], although the small number of atoms the simulations can handle, makes it challenging to model phonons. From such recent exciting and insight-providing developments, it is clear that the use of TDDFT methods will keep increasing in radiation effects simulations.

Since the TDDFT method is still under strong development, one cannot state that there would be widely used “standard codes” for it.

11. Finite element methods (FEM)

In FEM space is divided into a set of elements, typically triangular (2D) or prism-shaped (3D) all connected to each other in the corners, and a given equation system is solved in this grid. The solution can be either static or dynamic. The finite-element method developed from several approaches in structural mechanics in the 1930–1950’s. A crucial step towards the modern FEM methods was done by Turner et al., who introduced the approach to divide space into triangular segments [415]. The term “finite element method” was first used in 1960 [416]. From the radiation damage point of view, the most relevant use of FEM is that where the equations solved are the elastoplastic ones describing the response of a material to external stress. Out of all the methods described in this review, FEM is by a far margin the most widely used in general, as it is the standard method for structural design in mechanical engineering. FEM is, because of this wide use, very reliable for describing stresses and deformation in standard engineering materials (steels, aluminum, etc.) under usual processing conditions.

The radiation condition is not a usual one, and due to all the physics effects described in this Article, after irradiation the elastoplastic response (constitutive equations) of a material will be significantly different from the initial one. Currently the radiation effects are introduced into FEM based on empirical inputs, see e.g. Refs. [417,418] and Fig. 15.

One of the key aims of radiation damage modelling is to be able to use all the lower-level methods to formulate physics-based input laws including all radiation effects for FEM. While this goal still is far away, a very promising step forward was obtained recently, when Dudarev et al. showed MD data of how radiation defects alter the elastic properties of metals, can be transferred directly to FEM [419].

FEM modelling is in practise to a very large extent done with commercial codes.

12. Comparative discussion

The breadth of the use of the methods reviewed in this article is naturally to a large extent determined by the available computer capacity. Rate theory (RE) analysis of defect diffusion can to some extent be done analytically or with traditional numerical integration without computers, and hence this method predates the use of computers. The other methods can only be of practical use with electronic computers, and hence emerged after the 1940’s. The RE
and FEM methods are essentially continuum methods, while all the others treat discrete particles (or in case of DDD, dislocation segments). To be of relevance for radiation effects, one can roughly say that these methods need to be able to treat at least of the order of 100 particles (nuclei, atoms, electrons or dislocation segments). The MCN, MMC, MD, BCA and KMC approaches can be implemented for ~ 100 particle systems even with quite limited computer capacity, and hence their use for radiation effects started already more than 60 years ago. On the other hand, the quantum mechanical DFT and TDDFT methods reached the stage of being able to treat 100-particle (atom core + valence electrons) systems only around the 1980’s, and hence it is natural that their use for radiation effects is more recent. On the other hand, the DDD method was only invented around the 1980’s.

Computers have become dramatically more efficient over the last 70 years, and the development is still going on at least via increasing the parallelization and alternative architectures [420]. This does not, however, mean that a newer, physically more accurate method is likely to completely replace an older one. This is well reflected in the statistics in Fig. 3: even though by now the analytical potential MD method (section 6) in principle can do practically all of the tasks of BCA (section 7), the use of BCA still keeps slowly increasing. The reason to this is simply that for some purposes (such as range distributions in amorphous materials), BCA is accurate enough, and hence there is no need to use the slower MD method. On the other hand, this kind of BCA calculations are rather routine, and for gaining new scientific insights, the MD method clearly is more important in contemporary use.

The comparison of DFT-based MD (section 10) with analytical potential MD (section 6) might at first glance suggest that DFT-MD would soon replace analytical potential MD for cutting-edge science. While this may indeed happen, the transition is likely to be much more gradual and slower, since the computer capacity requirement of most DFT methods scale as $N^2$ or $N^3$ with the number of particles, while analytical potentials scale as $N$ or $N \log(N)$. Hence simulating large collision cascades, which requires handling millions of atoms, is likely to remain out of the reach of DFT-MD still for a long time to come. On the other hand, if an efficient and reliable parallelized linear-scaling DFT approach is developed, then DFT-MD may well replace classical MD on exascale, and beyond, supercomputers.

Somewhat similarly, the KMC approach in principle can do all that the RE can. However, for very large systems and ones where the time scales vary widely, it seems likely that also the RE approach will stay in use for a very long time.

The use of TDDFT methods for understanding electronic excitations during irradiation is clearly on the rise, as is the use of the CP and PFM approaches for modelling complex radiation-driven microstructure development issues.

Finally, I note that while this review has been focused on the basic research developments of the methods, some of the approaches are also in wide industrial use. The MCN approach is of course in wide use in the nuclear industry. The largest industrial use of radiation effects modelling is, however, likely in the semiconductor processing field. The SRIM BCA software is widely used also for modelling industrial semiconductor ion implantation. Since the software is free, this does not have direct commercial value. On the other hand, at least RE-like solution of differential equations, DFT, MD, BCA and KMC are included in commercial Si “Technology computer aided design (TCAD)” manufacturing codes [421,422]. The market for these codes is very significant (the revenue for the largest company in the field, Synopsys, was 3.1 billion USD in 2018 [423]), although the share of this relevant to radiation effects is of course only a fraction of the total. Nevertheless, this example shows that radiation effects modelling methods have developed from basic research into an industrially significant endeavour.

13. Conclusions

In conclusion, in this article I have reviewed the historic development of the use of nine different simulation methods in modelling radiation effects, and given a personal view on how they are likely to develop in the future (cf. Fig. 2 and section 12).

All of the methods reviewed will clearly remain in use for a long term to come. The relative importance of the BCA method for basic science is declining, as the more versatile classical MD simulations can now handle most of the cases originally studied by BCA. On the other hand, the quantum-mechanical DFT-MD and TDDFT-MD show great promise in resolving the uncertainties associated with the choice of interatomic potential and electronic excitation model, respectively, in classical MD simulations. Advanced KMC simulation approaches show great promise for being able to address
increasingly complicated microstructure development issues. Finally, the capabilities to use the atom-level DFT, MD and KMC methods to parameterize mesoscale DDD and macroscale FEM simulations are clearly advancing.

In semiconductors, a predictive capability of the multiscale modelling has already been achieved at least for the typical Si processing conditions. I am optimistic that also for metals, the combination of advancing simulation efforts will enable predictive simulations of the materials response to irradiation within a decade or two.
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